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If a stock went up by 60% last year, is it a good idea to invest on it now? If following
a fund manager’s advice worked well last time, is it a good idea to trust her next time?
If the competition’s profits are higher than those of your firm, should you fire the CEO?
All these situations, and many others, share two elements. First, the outcome of a
past decision is described in terms of wins or losses. Second, a new decision has to be
made, where the past behavior could be repeated. In such cases, humans (and other
animals) are hardwired to blindly repeat choices if they led to success in the past and
change them otherwise. This tendency goes by the name of reinforcement behavior and
has been shown to be one of the most fundamental processes underlying learning and
decision making in the brain (e.g., Schultz, Dayan, and Montague, 1997; Holroyd and
Coles, 2002), to the extend that reinforcement-based models are the dominant paradigm
in neuroscience (e.g. Daw, Niv, and Dayan, 2005). Decisions in management and finance
might be often affected by this tendency, because they typically rely on information that
includes explicit win-lose feedback: gains and losses, success and failure, beating the
competition or not, etc. Indeed, both individual investors and mutual fund holdings are
more likely to repurchase stocks that were previously sold for a gain rather than for a loss
(Strahilevitz, Odean, and Barber, 2011; Du, Niessen-Ruenzi, and Odean, 2018), and new
corporate acquisitions are strongly influenced by whether recent, previous acquisitions
were successful or not (Bharath, Cho, and Choi, 2019).

The problem with reinforcement behavior is that it is a simple rule of thumb which
can and often does contradict optimal, rational prescriptions. When confronted with
new information on an uncertain event (whether a stock will go up or down, whether
a CEO is the best choice or not), there is one and only one way to update previous
beliefs: the mathematical result known as Bayes’ rule. This result tells us how we
should we adjust our previous beliefs in the face of new evidence based, by precisely
weighing that evidence with the one contained in the previous beliefs. The importance
of understanding and properly applying Bayes’ rule cannot be overstated, as it is the
normative principle capturing how optimal decisions should be made in the financial
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domain, but also in everyday’s life. Yet, there is overwhelming evidence showing that
human decision makers have a very limited grasp of probabilities and, especially, of
how beliefs should be updated in the face of new information (e.g., Kahneman and
Tversky, 1972; Grether, 1980; Camerer, 1987). Thus, it is not surprising that humans
rely on simple rules of thumb as “win-stay, lose-shift” reinforcement behavior whenever
the shoe appears to fit.

This is not to say that reinforcement is always wrong. In particular, in financial
markets, there might be a number of confounds partially explaining why repeating
previously-successful behavior might be a good idea. But reinforcement can go wrong in
spectacular ways. In economic and financial contexts, in particular, reinforcement might
lead to “irrational” behavior such as an excessive focus on past performance (outcome
bias)(Baron and Hershey, 1988; Dillon and Tinsley, 2008; Choi et al., 2009; Ater and
Landsman, 2013) where, for instance, the performance of managers who just “got lucky”
is in practice misattributed and information on market conditions, fundamentals, etc, is
neglected in favor of the pure win-loss outcome.

To isolate the problem, in my research I rely on laboratory experiments where all
the relevant features of financial and managerial decisions can be reproduced, but all
undesired confounding factors can be eliminated. Specifically, in my work presented in
Alós-Ferrer and Garagnani (2021), participants made decisions where previous beliefs
on an uncertain event could be updated on the basis of new information, but that
information was whether a previous choice had resulted in a monetary payoff or not.
Hence, as in many financial decisions, the information derived from previous choices
included win-loss feedback. The task was specifically designed to ensure that rational
decisions as derived from Bayes’ rule sometimes agreed with the prescriptions of a win-
stay, lose-shift rule, but sometimes clashed with those. Therefore I can disentangle these
two behavioral tendencies (and other economically-relevant ones, as decision inertia).

Using statistical classification techniques related to machine learning technique, I am
able to determine which rules every decision maker relied the most on, and whether they
switched between different ways of thinking. The results are striking. Less than 50%
of participants can be classified as mostly following Bayes’ rule, around 30% are essen-
tially reinforcers, blindly repeating the same choices if they led to success in the past
and changing them otherwise, and the rest follow other, non-rational rules. Even more
strikingly, this heterogeneity between individuals is coupled with a large heterogeneity
within individuals, meaning that most of the participants switched across different ap-
proaches to solve the same problem during the course of the experiment. That is, even
subjects who were mostly adopting the correct way of thinking were actually only “part-
time Bayesians.” Therefore, when it comes to belief updating, and despite the fact that
people are often treated as homogeneous in standard economic models, we are led to the
conclusion that one size does not fit all for describing actual behavior, but, even worse,
one size might not even fit one, because people rely on multiple decision rules for the
same problem.
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By varying incentives across individuals, the experiment also demonstrated a wor-
rying “reinforcement paradox.” People who behaved mostly according to reinforcement
performed worse when paid more. This is because the win-lose cue that triggers rein-
forcement behavior was even more relevant to them (as it involved more money) when
incentives were higher, and hence swayed them away even further. This paradox, which
reflects observations from neuroscience (Achtziger et al., 2015) might be very relevant
for financial and managerial contexts, where information is often monetary and commu-
nicated in terms of win-lose feedback. Counter-intuitively, paying more to elicit higher
performance might actually backfire by eliciting higher levels of reinforcement behavior.
Needless to say, this is in stark contrast with many employee compensation plans (e.g.,
repeated performance boni) and with the standard economic view that higher monetary
incentives induce higher effort and improve performance. As it is so often the case, real-
ity is less straightforward, because people are highly heterogeneous in how they update
their beliefs. Therefore, in financial contexts where beliefs need to be frequently up-
dated, ranging from corporate decisions to personal finance, some people might perform
better when paid more, but others might feel they are putting more effort just to obtain
worse results. Thus, these results speak in favor of re-thinking the coupling between
incentives and performance in financial and managerial decisions to better understand
their relation and how to promote the latter when the reactions to the former are highly
heterogeneous.
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