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Abstract
Personal data is often considered the currency of the digital world, allowing companies to better control, study
and target consumers. However, users may not always be aware they are disclosing personal data online,
posing a privacy policy problem. We tested whether the display of anthropomorphic cues could curb users’
unwitting disclosure of personal information. We conducted an online experiment with a between-subject design
in Germany, Italy, Poland, and the UK (n=1,217). Neither a ‘static’ nor a ‘dynamic’ anthropomorphic character
made participants disclose less personal information – in fact, the static character made them disclose more
(p=0.03). Findings are interpreted by considering the effect of anthropomorphic characters on trust, which may
in turn increase disclosure. Level of education and country also influenced disclosure.
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Introduction
Electronic commerce implies collecting personal information
from consumers. Sellers need this information to develop
customer profiles and offer personalized products and services.
From policy point of view, privacy concerns are prominent, as
online service providers increasingly gain access to potentially
sensitive consumer information, which they may share or
misuse. Here, we are interested in policy options, relying on
behavioural insights, which may lead users to exercise caution
when disclosing their data.

Self-disclosure traditionally refers to the voluntary and
intentional action of revealing personal information, feelings,
attitudes, or experiences (Qian & Scott, 2007; Krasnova et
al., 2010). However, individuals sometimes disclose personal
information without even realizing they are doing so (Wu
et al., 2012). This element of unconscious self-disclosure
undermines the principle of requiring informed consent before
personal data is processed, which is one way various privacy
regulatory regimes (such as the EU’s) seek to protect users.1

It also suggests that policy options following the behavioural
insights principle of ‘changing behaviour without changing
minds’ could be appropriate (Dolan et al., 2012).

A growing stream of behavioural research (Acquisti &
Grossklags, 2007) has focused on the role of cognitive biases
and heuristics in privacy decision-making, highlighting how

1See ec.europa.eu/info/law/law-topic/data-protection/eu-data-protection-
rules en for an overview of the main elements of the EU’s General Data
Protection Regulation.

otherwise privacy conscious and sensitive individuals may
end up engaging in potentially risky disclosure of personal
data (i.e. the ‘privacy paradox’). Privacy behaviour is highly
context-dependent and can be easily influenced, or nudged,
by changes in the choice architecture (Acquisti et al., 2015;
Bansal et al., 2016; Thaler & Sunstein, 2008). For example,
nudges can influence disclosure behaviour by making indi-
viduals more comfortable with an online environment, or by
setting privacy-protecting features as a default (Dogruel et al.,
2017). These nudges can be alternative and complementary
policy measures for privacy and personal data protection, rely-
ing on ‘soft paternalism’ instead of strict regulation (Acquisti,
2009, 2010; Acquisti et al., 2015; Acquisti et al., 2017; Calo,
2012; Groom & Calo, 2011; John et al., 2010).

Anthropomorphic cues as nudges

We conducted an online experiment measuring the effect of
an anthropomorphic character on unwitting disclosure of per-
sonal data in a privacy-sensitive scenario. Anthropomorphism
– or the use of an object that imitates human qualities and
features within an inanimate object (Schmitz, 2011) – is often
applied to digital interfaces. It is intended to increase engage-
ment, interaction and social presence by users with a software,
application, or online platform, and can help users become
more familiar with the functions and services being offered
(Mohd et al., 2016; Araujo, 2018). Examples of such human-
like characters are Microsoft Windows’ animated paperclip or
IKEA’s virtual assistant Anna.

https://ec.europa.eu/info/law/law-topic/data-protection/eu-data-protection-rules_en
https://ec.europa.eu/info/law/law-topic/data-protection/eu-data-protection-rules_en
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Set Item Sensitive

Find a recipe for chocolate cake and list all the ingredients No

1 Provide the name of the winner at the Eurovision song contest in 1978 No

Provide the name of a famous public figure or celebrity born the same year as you Yes

In what year was the bank you use founded? Yes

2 Which years marked the beginning and the end of the Crimean War? No

Which Shakespeare play was first performed in 1604? No

What are the names of three of the moons of Neptune? No

3 What is the full name of the 81st element in the periodic table? No

What is the address of your favourite restaurant located in the town where you were born? Yes

Table 1. Sets of three questions (including a sensitive one)

When people interact with a technology presenting char-
acteristics associated with human behaviour, they respond by
exhibiting social behaviours and making social attributions
(Nass et al., 1995; Moon & Nass, 1996). Anthropomorphic
cues in computer interfaces remind users of human agency
and trigger a mindless response to computers as if they were
social actors (Reeves & Nass, 1996; Bailenson et al., 2001).
From a design perspective, these cues do not have to be highly
sophisticated to elicit social presence, i.e. the feeling of being
with another person (Biocca et al., 2003; Bente et al., 2004;
Sundar et al., 2008; Kim & Sundar, 2012).

Evidence suggests people reveal less personal informa-
tion when dealing with humans than with a machine. For
example, automated virtual humans increase willingness to
disclose health information compared to virtual agents con-
trolled by a human operator (Lucas et al., 2014). Participants
are more honest with the ‘impartial machine’ and provide em-
barrassing information, as they probably do not fear a negative
evaluation of their behaviour. Along these lines, including
images of eyes on websites is associated with an increase in
pro-social behaviour and donations (Powell et al., 2012), due
to a feeling of being monitored. Overall, anthropomorphic
cues increase users’ public self-awareness (Joinson, 2001;
Sah & Peng, 2015), and should therefore lead to more prudent
disclosure (Groom & Calo, 2011; Moon, 2000). Hence our
first hypothesis:

H1: Participants who are exposed to a human-
like agent will disclose less personal information
than participants who are not exposed to a human-
like agent.

We were also interested in testing the additional effect of
increasing the realism of the anthropomorphic character. The
literature suggests that characters with greater behavioural re-
alism produce higher levels of social presence than characters
with a lower level of realism (Bailenson et al., 2002). More
specifically, we tested the effect of a human-like character
whose eyes followed the cursor as it moved around, heighten-
ing the feeling of being observed. This dynamic element to

the human-like character should exacerbate its effect on per-
sonal data disclosure, because of a presumably strengthened
surveillance effect. Our second hypothesis was therefore:

H2: Participants who are exposed to a dynamic
human-like agent will disclose less personal data
than participants who are exposed to a static
human-like agent.

Material and methods
Procedure
We conducted an online experiment with a between-subject
randomised design. We collected the data through a series
of subject panels managed by Harris International, a social
research company. We invited participants to an online study
and asked them to interact with a mock online search en-
gine. During the interaction with the search engine they could
make choices that would disclose personal data (unwittingly
to them).

We asked participants to evaluate the mock search engine
by searching for the answers to seven questions. The first four
questions were about general knowledge and answering them
was compulsory in order to continue with the experiment.
Next came three sets of three questions each, and participants
had to choose one per set. In each set, we designed one of
the three questions in such a way that participants would re-
veal personal information if they answered it (a ‘sensitive’
question; Table 1). Choosing to answer such a question was
a measure of participants’ unwitting disclosure of personal
information. We could not be certain if participants were
disclosing true or false personal information, a limitation in-
herent to such experiments (Keith et al., 2013). However,
we were interested in whether the treatments affected per-
sonal information disclosure, no matter if this information
was truthful or not, as what users reveal is the starting point
for online businesses to personalize their services and profile
their customers.

The mock search engine was a website interface connected
to an existing search engine; no new search technology was
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Treatment Description Passive disclosure
Mean SD Min Max N

Control Dummy variable equal to 1 if the participant visualizes the control treatment. 0.50 0.50 0 1 419

Dynamic Dummy variable equal to 1 if the participant visualizes the dynamic treatment 0.57 0.50 0 1 383

Static Dummy variable equal to 1 if the participant visualizes the static treatment 0.59 0.49 0 1 415

Table 2. Description of treatments

Figure 1. Screenshot of static anthropomorphic condition

actually created. Participants were debriefed about this aspect
of the study at the end of the experiment. The mock search
engine was named ‘Re-Search Engine’ and had a logo, a
box for inserting the search query, and an area for displaying
search results. The search engine interface was translated into
the different languages of the four countries selected. It was
also adapted and modified according to the needs of the two
experimental treatments.

During the search process, the mock search engine di-
rected participants to existing external webpages. They re-
turned to the mock search engine website once they had found
the answers to the search queries in order to continue with
the experiment. The questions appeared above the search box.
Below the search box, participants could type their answers
in another box.

Main outcome measure
We measured participants’ passive disclosure of personal infor-
mation by recording whether they chose to answer a sensitive
question, thus revealing personal information, after answer-
ing the four compulsory general knowledge questions. They
scored zero for passive disclosure if they managed to avoid the
sensitive questions and one if they chose a sensitive question.
The variable was binary and not continuous (i.e. from one
to three, depending on the number of sensitive questions) be-
cause the key question was whether they were alert or careful
enough to avoid selecting a question that made them reveal
personal information. A priori, the personal information that
the different sensitive questions obtained was assumed to be
equally concerning. For the purposes of the study, the main
point was that, compared to the non-sensitive questions, they
made participants reveal personal information. Answering one
such question indicated the participant had failed to protect
their privacy.

Experimental treatments
We randomly assigned participants to three different experi-
mental groups (see Table 2).

• Control condition: The search engine’s website was de-
signed to have an ordinary corporate appearance similar
to the one used by other search tools.

• Static anthropomorphic condition: Same as the control
condition, but with the image of a woman with the look
of a customer service agent and a link to the website’s
privacy policy. She was shown from the shoulders up
in the right-hand column, close to the search bar. The
words ‘what would you like to search for?’ appeared
beneath it (Figure 1).

• Dynamic anthropomorphic condition: the image of
the customer service agent was the same as the static
anthropomorphic condition, except that it could move
its head and followed the cursor’s movement with its
eyes.

Results
Participants
We recruited a sample of around 300 participants per country
in Germany, Italy, Poland and the UK (n=1,217; Table 3). We
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chose these countries to represent, to the degree that it was
possible given limited resources, the geographical and cultural
variety of Europe. The online experiment lasted an average of
23 minutes.

Country
Germany Italy Poland UK

Gender
Female 54 47 49 45

Male 46 53 51 55

Age
18-25 14 22 20 8

26-33 12 17 18 13

34-41 13 19 20 15

42-49 17 19 16 16

50-57 21 9 14 17

58-65 16 11 10 17

66 and above 7 3 2 14

Education level
Below high school 5 5 1 2

Some high school 38 3 7 9

High school graduate 19 39 37 24

Some college 10 23 11 18

College graduate 24 23 37 29

Advanced degree 4 7 7 18

Table 3. Frequencies for socio-demographic characteristics
(relative values)

Analysis
We conducted a logit regression to test our hypotheses with the
statistical software STATA 14.0. Our outcome variable was
passive disclosure. The dynamic and static conditions were
included as dummy variables. To test H1, we used the control
group as the baseline treatment. We tested for differences
between the control group and the dynamic condition, and
between the control group and the static condition. To test H2,
we ran the same regressions, but with the static group as the
baseline condition. In the regressions, we initially included
country, sex, education and age as control variables. Educa-
tion and age were ordinal variables. Italy was the baseline for
country, meaning that any significant effect by country was
in relation to Italy. Out of these, only country and education
were significant. We also considered the interactions between
all the control variables and the treatments. We found no in-
teraction effect. Therefore, we eliminated the non-significant
variables and conducted a final logit regression.

Results showed that, all else being equal, participants
exposed to the static anthropomorphic character were more
likely to answer at least one sensitive question, compared to

the control condition (b = .30, p = .033, OR = 1.36 (95%CI:
-.03, .59)). In other words, a participant visualizing the static
anthropomorphic character was 1.4 times more likely to dis-
close personal information than a participant in the control
condition. However, there were no significant differences be-
tween the dynamic anthropomorphic character and the control
condition (Table 4). H1 is not supported. We tested the effect
size of the difference between the static anthropomorphic char-
acter and the control condition by computing Cohen’s d and
found a small effect size (Cohen’s d = (.76 - .71) ⁄ .79 = .06).
As a robustness check, we tried testing passive disclosure as a
count variable (from 1 to 3) in a poisson regression. We found
no significant effects for the static or dynamic character. We
concluded that the treatment effect of the static anthropomor-
phic character was small and required confirmation in further
studies.

Education had a significant negative effect. Participants
with a lower level of education failed to protect their personal
information compared to participants with a higher level of
education (b = -.14, p = .002, OR = .87 (95%CI: -.24, -.05)).
For each increase in education level, participants were at
lesser odds of passively disclosing information. With regard
to country, participants from Italy were more likely to dis-
close information passively, compared to participants from
Germany, Poland or the UK. However, when we rotated the
baseline country, we found no significant differences between
the other three countries.

Finally, we tested for multicollinearity using the variance
inflation factor (VIF) and tolerance (1/VIF). A value greater
than 10 for the VIF and lower than 0.1 for the tolerance means
that the variables may merit further investigation. In this case,
we found no multicollinearity between the variables of the
model (Table 5).

In order to test H2, we rotated the baseline treatment
to the static anthropomorphic condition and replicated the
logit regression (Table 6). The rest of the variables were the
same. Results showed no difference between the static and
the dynamic anthropomorphic characters. H2 is not supported.
However, we tested for differences in the feeling of being
observed, a variable measured in a post-experiment question-
naire through a 7-point Likert scale (ranging from 1=Not at
all to 7=Very much). We found statistically significant dif-
ferences between the dynamic and static conditions (p=.045).
Participants who visualized the dynamic anthropomorphic
cue felt slightly more observed (M = 3.53, SD = 1.89) than
participants who visualized the static one (M=3.26, SD=1.90).

Conclusions
We set out to test the effect of anthropomorphic cues on un-
witting disclosure of personal information. Results showed
that a static character led to greater disclosure, but not so a
dynamic character (which moved its head and followed the
cursor with its eyes).

These results were unexpected. Our first hypothesis (H1)
was that anthropomorphic characters should lead to less in-
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Source Obs. Coefficient Coeff. Std. Err. z P > | z | Normal-based
[95% Conf. Interval]

Treatment
Dynamic 0.251 0.147 1.71 0.087 -0.036 0.539

Static 0.306 0.143 2.14 0.033 0.025 0.587

Country
Germany -0.482 0.175 -2.75 0.006 -0.827 -0.138

Poland -0.538 0.172 -3.12 0.002 -0.876 -0.200

UK -0.557 0.171 -3.25 0.001 -0.894 -0.221

Education -0.143 0.047 -3.06 0.002 -0.236 -0.052

Cons 0.970 0.233 4.15 0.000 0.511 1.428

LR chi2(6) = 30.70 Prob>chi2 = 0.0000 Log likelihood = -793.26352 Pseudo R2 = 0.0190

Table 4. Logit regression for passive disclosure

Variable VIF 1/VIF

Dynamic 1.31 0.761

Static 1.31 0.761

Country 1.08 0.929

Education 1.08 0.930

Mean VIF 1.20

Table 5. Variance inflation factor and tolerance

formation disclosure because they elicit a feeling of being
observed. The dynamic characters, whose eyes followed the
cursor, should have exacerbated this feeling (H2). The fact
that the result of the static character was the opposite, and
the absence of a significant result for the dynamic character,
compared to the control or to the static character, invites a
different interpretation.

Trust might be a relevant factor. Research has shown
that anthropomorphic cues help build online trust (Gefen &
Straub, 2004; Hassanein & Head, 2007; Hess et al., 2009; Qiu
& Benbasat, 2009; Sung & Mayer, 2012; Bente et al., 2014;
Etemad-Sajadi, 2016). Increased trust, in turn, leads to greater
information disclosure (McKnight et al., 2002; Malhotra et
al., 2004; Liu et al., 2016; Liu et al., 2019). A study by Spiek-
ermann et al. (2001), for example, showed how participants
got drawn into communications with an anthropomorphic 3-D
bot and ended up revealing large amounts of highly personal
information. In fact, some claim trust is the most impor-
tant influence on disclosure, since it reduces the perceived
risks of revealing personal information. This is something
information-collecting entities know about and use to their
advantage (Veltri & Ivchenko, 2017). Therefore, the static
anthropomorphic character might have had a positive effect
on information disclosure because of its effect on trust.

The fact that that the dynamic character did not have an ef-
fect on information disclosure suggests that two effects might
be at play: the increased trust effect (as with the static char-
acter) and the surveillance effect (due to its more prominent
gaze). These opposite effects could have offset each other.
Given the degree of significance of the effects, prudence dic-
tates that further iterations of this experiment are required to
replicate and validate them. Further experiments should also
seek to isolate and include trust as a possible contributing fac-
tor, and so attempt to disentangle both posited counteracting
effects.

Our experimental design has some limitations that future
research should take into account. The effect of anthropo-
morphic cues might vary depending on the features of the
character. Hence, a manipulation check conducted before
running the experiment would provide further information on
how participants perceive the stimulus, especially with regard
to the level of anthropomorphism and feeling of surveillance.
Moreover, to increase external validity, the study could have
tested anthropomorphic cues in a different context, such as a
service provider’s website, where it is more usual to find this
type of stimuli.

A first implication of our findings is that, for policy-
making with respect to privacy, nudges could change be-
haviour in ways that are consistent with users’ preferences
or that objectively increase their well-being (Acquisti et al,
2017). Here, changes to the features of website design would
constitute ‘soft’ policy options influencing automatic and ha-
bitual behaviour, and could complement hard regulation and
initiatives relying on more reflective behaviour, such as pri-
vacy notices (Kahneman, 2011).

A second implication is that online service providers can
take advantage of nudging for greater personal information
disclosure. They can use it to better target the consumer,
which might be good for business (Acquisti et al., 2015; Veltri
& Ivchenko, 2017). From a policy perspective, however, this
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Source Obs. Coefficient Coeff. Std. Err. z P > | z | Normal-based
[95% Conf. Interval]

Treatment
Dynamic -0.055 0.147 -0.37 0.709 -0.344 -0.234

Control -0.306 0.143 -2.14 0.033 -0.587 -0.025

Country
Germany -0.482 0.175 -2.75 0.006 -0.827 -0.138

Poland -0.538 0.172 -3.12 0.002 -0.876 -0.200

UK -0.557 0.171 -3.25 0.001 -0.894 -0.221

Education -0.143 0.047 -3.06 0.002 -0.236 -0.052

Cons 0.970 0.233 4.15 0.000 0.511 1.428

LR chi2(6) = 30.70 Prob>chi2 = 0.0000 Log likelihood = -793.26352 Pseudo R2 = 0.0190

Table 6. Logit regression for passive disclosure (Static condition as baseline)

is something to look out for and possibly monitor. These
nudges need to conform to current regulations concerning
unfair commercial practices or privacy protection. This is the
other way policy-making needs to consider nudges, namely
seeking to limit the damage caused by nudging that does not
have the user’s best interests at heart. The response to private
or negative nudges (Carolan & Spina, 2015) need not be a
nudge, but rather good regulation (Troussard & van Bavel,
2018).

A secondary finding was that information disclosure also
varied according to country and level of education. The fact
that participants in Italy were more likely to disclose personal
information is intriguing and consistent with the observation
of strong cultural effects on privacy behaviour (Acquisti et al.,
2015). In addition, less educated individuals unwittingly dis-
closed a greater amount of personal information. This result
confirms what could be reasonably expected: less-educated
participants are perhaps less technologically savvy, less aware
of online data gathering practices, and therefore less cautious
when it comes to disclosing personal information. The re-
sult is in line with recent findings which show that greater
experience with the Internet leads to greater online privacy
literacy, and consequently to more cautious privacy behaviour
(Bartsch & Dienlin, 2016). They also corroborate the find-
ing that young adults aspire to increased privacy, contrary
to the belief that they do not care about it (Hoofnagle et al.,
2010). Finally, they support the emphasis given, at policy
level, to addressing the online vulnerability of certain sectors
of the population. Sometimes vulnerable people are simply
not aware they are disclosing personal information – no won-
der, therefore, that they do not take any steps to protect their
privacy.
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